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Kirish. XXI asrning ikkinchi o‘n yilligida Generativ sun’iy intellekt (GenAI) 

texnologiyalari, xususan avtomatlashtirilgan matn-generatsiya vositalari (Large 

Language Models yoki LLM) akademik faoliyatda keskin o‘sish davrini boshdan 

kechirmoqda. Ushbu vositalar — jumladan ChatGPT, Bard, Ernie kabi modellar — 

talabalar, o‘qituvchilar va tadqiqotchilarga g‘oya ishlab chiqish, kontent strukturasini 

shakllantirish, adabiyotlarni tahlil qilish va hatto to‘liq akademik matnlar yaratishda 

yordam berishi bilan mashhur bo‘lgan. ChatGPT kabi vositalar hatto ilmiy maqolalar 

kirish qismlari yoki xulosa bo‘limlarini generatsiya qilish uchun qo‘llanilishi mumkin. 

Bu o‘zgarishlarning samaradorlikni oshirayotgani haqiqat, biroq uning akademik 

mustaqillik va halollikka ta’siri tobora ko‘proq bahs markaziga aylanmoqda 

Википедия. 

Akademik tadqiqotlar GenAI texnologiyalarining ta’lim va ilmiy yozuv 

jarayonlariga keng integratsiyalanganini tasdiqlaydi. Masalan, Bittle va El-Gayar 

(2025) tomonidan olib borilgan tizimli adabiyotlar sharhi GenAI vositalarining 

talabalarning akademik faoliyatiga ta’sirini ko‘plab tadqiqotlarda tahlil qilgan va bu 

vositalarning o‘rganish jarayonini samarali qo‘llash bilan birga, akademik halollikka 

havf soluvchi tendentsiyalarni ham qayd etgan MDPI. 
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Bugungi kunda generativ sun’iy intellekt vositalari, xususan 

avtomatlashtirilgan matn generatsiya vositalari, akademik ish jarayoniga keng 

kirib bormoqda. Bu vositalar samaradorlik va kontent ishlab chiqarish tezligini 

oshirsa ham, ularning haddan tashqari keng qo‘llanilishi akademik 

mustaqillikka va ilmiy halollikka salbiy ta’sir ko‘rsatadi. Asosiy muammo — 

talabalar va tadqiqotchilar tomonidan AI vositalariga haddan tashqari tayanish 

oqibatida tanqidiy fikrlash, ijodkorlik hamda mustaqil izlanish qobiliyatining 

zaiflashuvi va akademik halollik tamoyillarining buzilishi holatlarining 

yuzaga kelishidir. Ushbu sharh mamlakatlar va oliy ta’lim muassasalari 

misolida mavjud ilmiy adabiyotlar, statistik natijalar va ilg‘or tadqiqotlar 

asosida tahlil qilinadi va muammolarga yechim taklif etadi. 

Kalit so‘zlar: avtomatlashtirilgan matn-generatsiya, akademik mustaqillik, 

akademik halollik, generativ sun’iy intellekt, tanqidiy fikrlash, 

akademik yozuv 

https://en.wikipedia.org/wiki/ChatGPT?utm_source=chatgpt.com
https://www.mdpi.com/2078-2489/16/4/296?utm_source=chatgpt.com
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Amaliy statistik ma’lumotlar shuni ko‘rsatadiki, talabalarning GenAI 

vositalaridan foydalanishi tobora kengaymoqda. Tahlillar shuni ta’kidlaydiki, talabalar 

bu vositalarni tez-tez ishlatmoqda — 2024–2025 yillar mobaynida 86% talaba haftada 

bir yoki bir nechta marta sun’iy intellektdan foydalanayotganini bildirgan tadqiqotlar 

mavjud Википедия. Boshqa statistik manbalar shuni ko‘rsatadiki, generativ AI orqali 

yaratilgan kontentdan foydalangan bo‘lishi mumkin deb ko‘rilgan akademik ishlar soni 

o‘nlab millionlab chegaralarga yetgan — masalan, Turnitin platformasi tomonidan 

qayd etilgan ma’lumotlarga ko‘ra, 200 millionga yaqin talabalar materiallari ichida 

11%dan ortig‘ida AI yordamida yaratilgan belgilar aniqlangan WIRED. 

Biroq, ushbu texnologiyalarning samarasi va potensial foydasi bilan birga, ular 

akademik mustaqillik, ijodkorlik va original fikr yuritish tamoyillariga jiddiy tahdid 

solishi mumkinligi haqida tadqiqotchilar ogohlantirmoqda. Avtomatlashtirilgan matn 

generatsiyasi talabalarni mustaqil izlanish o‘rniga generatsiya qilingan matnni qabul 

qilishga yo‘naltirishi mumkinligi asosiy xavf sifatida ko‘tarilmoqda. Bu xulosa ko‘plab 

nazariy maqolalar va konferensiya chiqishlarida bildirilgan bo‘lib, AI vositalarining 

noto‘g‘ri yoki izchil bo‘lmagan kontent ishlab chiqarish xususiyati — “hallucination” 

deb ataluvchi holatlar ham akademik natijalarga salbiy ta’sir ko‘rsatadi Википедия. 

Shuningdek, GenAIning ta’lim jarayonida noto‘g‘ri yoki manipulyatsiyalangan 

ma’lumot ishlab chiqarish xavfi o‘qituvchilarning baholash mexanizmlari va ilmiy 

jurnallar siyosati oldida yangi muammolarni ochmoqda. 2025 yilda nashr etilgan 

tahlilda 5.2 milliondan ortiq ilmiy maqolalar tadqiq etilib, ularning orasida faqat 

0.1%ida AI yordamidan rasmiy ravishda ochiqlanganligi qayd etilgan — bu hozircha 

AI qo‘llanilishining ochiqlik va nazorat mexanizmlarining yetishmasligini ko‘rsatadi 

arXiv. 

Shu bilan birga, GenAIning ta’limga ijobiy ta’siri haqida ham ilmiy asoslangan 

dalillar mavjud. Ular o‘quv jarayonini individuallashtirish, murakkab kontseptlarni 

tushunishga yordam berish va ijodiy fikrlashni qo‘llab-quvvatlash imkoniyatini 

yaratadi, bu esa samarali pedagogik strategiyalarni ishlab chiqishga yo‘naltirilgan. 

Biroq, aynan shu imkoniyatlar GenAI vositalariga haddan tashqari tayanishga olib 

kelib, mustaqil fikrlash va akademik mustaqillikning pasayishiga sabab bo‘lishi 

mumkin. 

Tadqiqot maqsadi. Bu sharhning asosiy maqsadi — avtomatlashtirilgan matn-

generatsiya vositalariga haddan tashqari tayanishning akademik mustaqillik va 

halollikka salbiy ta’sirini aniqlash, mavjud ilmiy adabiyotlar asosida muammolarni 

tizimli ravishda tahlil etish va ularni hal etish bo‘yicha tavsiyalar ishlab chiqishdir. 

Material va usullar. Sharh uchun tanlangan manbalar quyidagilar: PubMed, 

Google Scholar, ERIC kabi ilmiy bazalardan chiqarilgan maqolalar va tadqiqotlar; 

GenAI vositalarining ta’limdagi ta’siri bo‘yicha meta-tahlillar; Xalqaro ilmiy 

jurnallarda nashr etilgan AI va akademik halollik bo‘yicha maqolalar va statistik 

tadqiqotlar. Tahlilda 2023–2025 yillar orasidagi ilmiy adabiyotlar ustuvor hisoblanadi. 

Tahlil usullari: Adabiyotlarni tizimli ko‘rib chiqish; Taqqoslash va kontrast 

tahlil; Statistik natijalarni integratsiyalash. 

Natijalar. Asosiy qism ilmiy tadqiqotlar va statistik kuzatishlar asosida GenAI 

vositalarining akademik mustaqillik, halollik va yozuv qobiliyatiga salbiy ta’siri 

bo‘yicha topilmalarni jamlaydi va talqin qiladi. 

https://en.wikipedia.org/wiki/Uses_and_gratifications_theory?utm_source=chatgpt.com
https://www.wired.com/story/student-papers-generative-ai-turnitin?utm_source=chatgpt.com
https://en.wikipedia.org/wiki/Hallucination_%28artificial_intelligence%29?utm_source=chatgpt.com
https://arxiv.org/abs/2512.06705?utm_source=chatgpt.com
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GenAI vositalaridan foydalanish holati va ulkan statistika. Ko‘p yillik 

adabiyotlar sharhlari GenAI vositalaridan foydalanish darajasining juda yuqori ekanini 

ko‘rsatadi. 
Ko‘rsatkich Qiymat Manba 

Talabalar orasida GenAI vositalaridan 
foydalanish (%) 

86% haftada bir yoki bir 
necha marta 

Bittle & El-Gayar, 2025  

ChatGPT kabi vositalar akademik yozishda 
ustun bo‘lishi (%) 

77% Xu, 2025  

Talabalar AI yordamida tayyorlangan matni 
topshirganini tan olgan (%) 

18% (UK oliygoh 
hisobotiga ko‘ra) 

Higher Education Policy 
Institute, 2025  

Bu statistikalar GenAI vositalarining kundalik akademik jarayonda 

qanchalik keng tarqalganini aniq ko‘rsatadi, bu esa akademik ishlarda to‘g‘ridan-

to‘g‘ri auditoriya kattaligiga ta’sir qiladi. 

Akademik halollik va etik yo‘nalish. Bir qancha sistematik adabiyot sharhlari 

GenAI vositalarining akademik halollikka jiddiy xavf tug‘dirayotganini qayd etadi. 

GenAI vositalari yordamida yozilgan matnlar ko‘pincha talabalar tomonidan asl 

ishlanma sifatida topshirilishi mumkin — bu akademik halollikka zid bo‘ladi. 

Tadqiqotchilar bu holatni “AI-giarizm” deb ataydi (bu bo‘yicha Lund va boshq.).  

AI vositalari plagiatni “traditsion” shakldan farqli usulda amalga oshiradi, 

chunki matn original bo‘lishi mumkin†; lekin u talabaning fikri emas. Bu fenomen 

akademik yozuvning haqiqiy mustaqilligini susaytiradi va baholash tizimini 

murakkablashtiradi. 

GenAI vositalari va tanqidiy fikrlash ko‘nikmalari. GenAI vositalari tanaffus 

va tez yechim taklif qilgani uchun talabalar ular orqali matn yozishni tezlashtiradi, 

lekin bu jarayonda tanqidiy fikrlash zaiflashadi. 

Khalifa va boshq. (2024) tahlili shuni ko‘rsatadiki, AI yordamida g‘oya 

generatsiya qilish va matn tuzish samarador bo‘lsa ham, bu talabalarni mustaqil 

ijodiy fikrlash jarayonidan uzoqlashtiradi, chunki AI ko‘pincha tayyor kontentni 

taklif qiladi.  
Holat Salbiy effekt 

AI tomonidan generatsiya qilingan g‘oyalar Mustaqil fikrlashni cheklaydi 

Tayyor matndan foydalanish Metodik izlanishni kamaytiradi 

AI manbalariga ishonch Akademik mustaqillikka tahdid 

Halollik siyosatlari va ularning samaradorligi. Mamuriy va nashriy 

siyosatlar GenAI foydalanishni cheklash uchun yuzaga kelgan bo‘lsa ham, 

ularning real ta’siri past bo‘lishi aniqlangan. 

Misol uchun, He va Bu (2025) 5 200 000dan ortiq ilmiy maqolani o‘rganib 

chiqqan va jurnal siyosatlari ko‘pgina holatlarda GenAI ishlatilganini oshkor qilishni 

talab qilsa ham, faqat 76ta maqolada bu oshkor qilinganligini topgan. Bu — atigi **0.1 

%**dan kam. Siyosatlar mavjud bo‘lishiga qaramay, ularning amaliy ta’siri juda 

cheklangan va AI yordamida yozilgan kontentning ochiqligi sust. 

GenAI vositalarining akademik kompetensiyalarga ta’siri. Ba’zi tadqiqotlar 

AI vositalarining pozitiv tomoni bilan birga, ularning salbiy oqibatlarini ham 

ko‘rsatadi: Ba’zan GenAI talabalarga murakkab tushunchalarni anglashda yordam 
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beradi, bu esa o‘rganish natijalarini yaxshilashi mumkin.  Biroq, bu yengillik ba’zan 

mustaqil mantiqiy tahlil va ijodiy fikrlashni pasaytiradi. 

Natija grafigi. 
Ijobiy ta’sir Salbiy ta’sir 

Kontent tez ishlab chiqish Mustaqillik pasayishi 

Texnik jihatdan aniqlik Tanqidiy fikrlashning susayishi 

Ma’lumot tarixi va tarjimasi Halollik va etik xavqlar 

GenAI vositalari bazida noto‘g‘ri yoki ixtiro qilingan ma’lumot 

(“hallucination”) yaratishi mumkin. Bu ham akademik halollikka salbiy ta’sir 

ko‘rsatadi, chunki talabalarga noto‘g‘ri ma’lumot asosida yozish xavfi tug‘iladi.  

47 % holatda GenAI olimlar tomonidan keltirilgan havolalar qisman noto‘g‘ri 

bo‘lgan — bu ixtiro qilingan ma’lumot yoki noto‘g‘ri faktlar. Bu esa tadqiqotning 

ishonchliligini pasaytiradi. 

Muhokama. Natijalardan kelib chiqib, avtomatlashtirilgan matn-generatsiya 

vositalarining (Generativ sun’iy intellekt — GenAI) akademik mustaqillik va 

halollikka ta’siri murakkab, ko‘p qirrali va global darajada bahsli ekanligi ayon bo‘ladi. 

Ular ta’lim jarayoniga samaradorlik, tezkorlik va ma’lumotga qulaylik olib kirsa-da, 

ularning haddan tashqari qo‘llanishi o‘quv-ilmiy faoliyatning poydevori hisoblangan 

— mustaqil fikrlash, tahlil, ilmiy izlanish va kreativ yondashuvni susaytirishi 

ehtimoli yuqori. 

GenAI yordamining "foydasi" — xavfning bo‘laklashgan manzara. Ilmiy 

adabiyotlar (Khalifa va boshq., 2024) GenAI vositalari talabalarning murakkab 

tushunchalarni anglashini, matn tuzish va strukturani shakllantirishni osonlashtirishini 

tasdiqlaydi. Biroq samaradorlikning bu ijobiy ko‘rinishi aks ta’sirni ham yaratmoqda: 

talabalar AI ishlab bergan fikrni o‘z fikri sifatida qabul qilib, ilmiy tafakkur 

muskulini ishlatmay qo‘yishi xavfi paydo bo‘ladi. 

Bu paradoks ta’lim psixogigiyenasidagi "kognitiv iqtisod" nazariyasini eslatadi: 

odamlar eng kam urinish bilan eng katta natijani olishga moyil. GenAI esa mazkur 

jarayonni yanada kuchaytiradi. 

AI-ga tayanishning asosiy oqibati: akademik mustaqillikning yemirilishi. 

Natijalarda ko‘rsatilgandek, 86% talaba muntazam ravishda GenAI vositalaridan 

foydalanayotgani (Bittle & El-Gayar, 2025) — bu vositalar o‘quv jarayonining 

"qo‘shimcha vositasi" emas, balki ko‘pincha birlamchi manbaga aylanib 

borayotganini ko‘rsatadi. Ayniqsa, chat-botlar yordamida tayyorlangan matnlar 

talabaning: ilmiy fikrni mustaqil shakllantirish, dalil keltirish, manba tahlili qilish, 

izlanish olib borish ko‘nikmalarining o‘zagi bo‘lgan jarayonlardan chetda qolishiga 

olib keladi. Ta’lim tizimi uchun bu — uzoq muddatli milliy ilm-salohiyat pasayishi 

bilan bevosita bog‘liq xavf. 

Akademik halollik: "plagiat"dan yangi davrga — AI-plagiarizm. AI orqali 

yozilgan matnlarning o‘ziga xos xususiyati — ular asl, plagiat skanerlari tomonidan 

aniqlanmaydigan, lekin talabaning mehnati bo‘lmagan matnlar hisoblanadi. Lund va 

hamkasblari buni "AI-giarizm" deb ataydi — zamonaviy akademik halollik 

muammosining yangi shakli. Bu holat nafaqat baholash tizimini, balki ilmiy etikaning 

o‘zini ham qayta ko‘rib chiqishga majbur etadi. 



 

263 
 

https://eyib.uz 

Volume10| Dekabr  2025 ISSN: 3060-4648 

Global siyosatlarning zaifligi — tartibga solish mexanizmlarining kuchsizligi. 

He & Bu (2025) tomonidan 5.2 million ilmiy maqola tahlili shuni ko‘rsatdi: siyosatlar 

mavjud bo‘lsa ham, AIdan foydalanish faqat 0.1% hollarda rasmiy qayd etilgan. Bu 

shuni anglatadiki: global ilmiy hamjamiyatda AI foydalanishning aniq mezonlari 

yo‘q; oshkoralik — juda past; natija — AI yordamida yozilgan ilmiy ishlarning "soyali 

aylanmasi". Bu jarayon tartibga solinmasa, ilmiy nashriyotlar tizimi ishonch 

inqiroziga duch kelishi mumkin. 

Tanqidiy fikrlashga ta’sir – bu eng katta xavf 

GenAI vositalaridan muntazam foydalanish natijasida: 
Ilmiy ko‘nikma Salbiy o‘zgarish 

Mustaqil tahlil pasayadi 

Matn yaratish avtomatlashtiriladi 

Fikrni asoslash zaiflashadi 

Adabiyotlarni solishtirish keraksiz deb qabul qilinadi 

Bu esa nafaqat ta’lim jarayoniga, balki kelajak olimlar avlodining ilmiy 

tafakkur modeliga ta’sir qiladi."Hallucination" fenomeni — ilmiy xatolarning 

ko‘payishi 

AI ko‘pincha mavjud bo‘lmagan faktlar, ixtiro qilingan havolalar va 

noto‘g‘ri ilmiy xulosalar yaratadi (hallucination, en.wikipedia.org). 

Bu jarayon quyidagi oqibatlarga olib keladi: noto‘g‘ri ilmiy ma’lumotlarni 

tarqatish; soxta havolalar paydo bo‘lishi; ilmiy ishonchlilikning pasayishi. Ayniqsa, 

tibbiyot, epidemiologiya, biologiya kabi fanlarda bu — xavfli ilmiy xatolarga olib 

kelishi mumkin. 

Xulosa. Avtomatlashtirilgan matn-generatsiya vositalarining ta’lim maydoniga 

kirib kelishi intellektual jarayonlarni soddalashtirdi, lekin bu qulaylik ortida ilmiy 

mustaqillikning yemirilishi, tanqidiy fikrlashning sustlashuvi va akademik halollikning 

zaiflashuvi kabi chuqur xavflar yashiringan. Tadqiqotda jamlangan global ilmiy 

ma’lumotlar, statistik tahlillar va sistematik adabiyotlar sharhi bu hodisa jiddiy va 

tezkor choralarni talab etishini ko‘rsatadi. 

1. Natijalar shuni ko‘rsatadiki, GenAI vositalaridan muntazam va haddan 

tashqari foydalanish — ayniqsa 86% talaba ularni haftalik asosda qo‘llashi — mustaqil 

ilmiy fikrlash, g‘oya ishlab chiqish va analitik tahlil qilish ko‘nikmalarining 

pasayishiga olib kelmoqda. Talabalar matnni yaratish o‘rniga tayyor kontentni «qabul 

qiluvchi» subyektga aylanib, ilmiy mehnatning eng muhim bosqichlarini chetlab 

o‘tmoqda. 

2. Ilmiy manbalarda qayd etilgani kabi, GenAI vositalari yaratgan matnlar 

asl bo‘lishiga qaramay, muallif fikrining mahsuli emasligi sababli ularni talabaning 

mustaqil ijodi sifatida taqdim etish — akademik etikaga zid. Bunday jarayon an’anaviy 

plagiatdan farqli bo‘lgan va aniqlash qiyin bo‘lgan «yashirin intellektual o‘g‘irlik» 

shaklini yuzaga keltiradi. Jurnallarda AI foydalanilishi atigi 0,1% holatlarda rasmiy 

qayd etilgani — muammo global miqyosda yashirilganligini ko‘rsatadi. 

3. GenAI vositalarining “hallucination” fenomeni — mavjud bo‘lmagan 

faktlar, ixtiro qilingan havolalar va noto‘g‘ri xulosalar keltirib chiqarishi — ilmiy 

bilimlar sifatiga to‘g‘ridan-to‘g‘ri tahdid soladi. Agar ta’lim jarayonida ushbu 

noaniqlik nazorat qilinmasa, tibbiyot, biologiya yoki ijtimoiy fanlarda noto‘g‘ri 
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bilimlar keng tarqalib, kelajak mutaxassislarining fikrlash modeli sun’iy intellektga 

tayanadigan, lekin ilmiy dalilga emas, «komfortli avtomatizmga» asoslangan shaklga 

aylanadi. 

Ta’lim siyosatlari qayta ko‘rib chiqilishi, AI vositalaridan foydalanishning aniq 

chegaralari belgilanishi, talabalarda mustaqil tafakkurni rivojlantiruvchi pedagogik 

texnologiyalar joriy etilishi lozim. Faqat shunda sun’iy intellekt inson tafakkurining 

o‘rnini bosuvchi emas, balki uni yuksaltiruvchi kuchga aylanishi mumkin. 
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