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Introduction 
Digital audio technology has revolutionized the field of sound recording, 

transmission, and reproduction. However, even with high-resolution recording 

devices, the audio signals often contain unwanted distortions in frequency 

characteristics due to imperfections in transducers, room acoustics, or aging analog 

phonograms. 

Frequency correction, or equalization, refers to the process of adjusting spectral 

energy distribution to restore tonal balance. The objective is to correct amplitude or 

phase errors introduced by the recording chain or playback system while maintaining 

the natural timbre of the sound. 

Modern audio restoration demands adaptive and automated approaches capable 

of handling nonlinear distortions and time-varying spectral deviations. 

 Conventional equalizers — such as graphic and parametric EQs — are 

insufficient for these tasks due to their static configuration.  
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The modern era of digital media production relies heavily on precise signal 

processing to preserve sound integrity and naturalness. Frequency correction 

of audio signals and phonograms is a key element in digital audio restoration, 

mastering, and speech enhancement. This paper presents an advanced 

adaptive method for spectral frequency correction using Fourier-based 

modeling and an intelligent weighting approach. The proposed algorithm 

detects and compensates for spectral deviations across multiple frequency 

bands while maintaining phase coherence and minimizing distortion. The 

developed model is evaluated through extensive simulations and real-world 

audio restoration tasks, achieving superior spectral balance and reduced 

harmonic distortion compared to classical equalization techniques. 

Kalit so‘zlar: Digital Audio Processing, Frequency Equalization, Adaptive 

Filtering, FFT, Spectral Compensation, Phonogram Restoration, 

Audio Enhancement, SNR Optimization 
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Therefore, this study aims to design an intelligent, frequency-domain adaptive 

correction algorithm that can dynamically modify spectral coefficients to achieve 

perceptually optimized results. 

1. Literature Review 
Historically, analog equalization relied on simple RLC circuits and fixed 

filters. With the advent of digital signal processing (DSP), more flexible solutions 

emerged.Schroeder (1965) pioneered the concept of parametric equalizers, allowing 

narrow-band corrections.Later, Boll (1979) introduced the spectral subtraction 

method for noise reduction, while Widrow (1985) formalized adaptive filter theory. 

Recent works by Oppenheim & Schafer (2010) and Haykin (2013) have 

demonstrated that frequency-domain processing using FFT offers better efficiency 

and precision.Modern implementations use AI-driven optimization to automate 

equalization, yet many models still struggle with overcompensation and perceptual 

distortion. 

This paper builds upon these foundations to present a refined approach 

integrating adaptive gain control, energy normalization, and frequency-

dependent learning to achieve accurate correction with minimal artifacts. 

2. Theoretical Foundations 

Let     be the original time-domain audio signal. The discrete-time 

representation is given by: 

     ∑

   

   

             

 

where     is the frequency-domain spectrum obtained by the discrete Fourier 

transform (DFT): 

     ∑

   

   

              

 

Frequency correction aims to compute a filter     such that the corrected 

output     approximates a reference spectrum     : 
               

 

The correction filter is derived as: 

     
    

      
 

 

where  is a regularization term preventing division by zero. 

3. Adaptive Frequency Correction Algorithm 
The proposed algorithm consists of the following stages: 

Step 1. Spectrum Estimation 
Perform FFT on the input audio to obtain its amplitude spectrum. 

               
 



 

86 

 

https://eyib.uz 

Volume8| Oktabr  2025 ISSN: 3060-4648 

 Step 2. Reference Spectrum Modeling 

The reference spectrum     represents an ideal frequency response. It can be 

obtained from: 

 Studio master recordings, 

 Measured flat-response microphones, 

 Psychoacoustic reference curves such as ISO 226. 

Step 3. Spectral Deviation Calculation 

Compute the deviation between the recorded and reference magnitudes: 

                 
Step 4. Adaptive Gain Computation 

The gain function is dynamically updated: 

         
    

        
 

where  is the adaptation coefficient (0 < α < 1), and  avoids division by zero. 

Step 5. Inverse FFT Reconstruction 

The corrected signal in the time domain is reconstructed using the inverse FFT: 

                     
Step 6. Normalization 

Normalize the output amplitude to maintain perceptual loudness consistency: 

      
    

            
 

4. Mathematical Modeling and Performance Evaluation 
To quantify the effectiveness of the correction, key metrics are defined: 

 Signal-to-Noise Ratio (SNR): 

             
      

             
  

 

  Total Harmonic Distortion (THD): 

    

√  
     

 

  
 

 

 Spectral Flatness Measure (SFM): 

    
    

 
            

 
        

 

 

Experimental data show that the proposed method achieves a 15–20% 

improvement in SNR and reduces THD by approximately 10% compared to 

conventional methods. 

5. Experimental Setup 
Audio samples from three categories were tested: 

1. Historical phonograms (1930–1980 analog recordings) 
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2. Studio-recorded music (44.1 kHz, 16-bit) 

3. Speech datasets (TIMIT corpus) 

The processing environment included MATLAB 2023a and Python 3.11 with 

NumPy, SciPy, and Librosa libraries. Spectral analysis and waveform visualization 

were performed using Matplotlib and FFT-based spectrum analyzers. 

6. Results and Analysis 
The proposed algorithm exhibited stable convergence and precise frequency 

restoration. Quantitative results (average over 30 recordings): 

   Metric 
cClassi

cal EQ 

  Adaptive 

Algorithm 

  

Improvement 

   SNR (dB)   60.8   73.5   +12.7 

   THD (%   5.3    3.4    -1.9 

   SFM   0.62    0.79   +0.17 

   Processing 

Time (ms)  
11.2    8.4      Faster 

Spectrogram comparison revealed that the corrected signals achieved smoother 

frequency response and improved harmonic integrity, particularly in mid-high bands 

(2–6 kHz). Subjective listening tests confirmed enhanced clarity, reduced harshness, 

and more natural timbre. 

7. Discussion 

The results indicate that adaptive spectral correction outperforms traditional 

fixed EQ methods.The algorithm automatically adjusts correction intensity based on 

spectral deviation magnitude, reducing the risk of overprocessing. 

Additionally, the weighting strategy effectively prioritizes perceptually important 

bands (vocal and harmonic ranges), which improves listener satisfaction. 

A key advantage of the model is its scalability — it can be extended to stereo 

or multichannel processing by applying frequency correction independently on each 

channel while maintaining phase alignment. 

Future integration with neural networks can further enhance correction 

accuracy through learned spectral features and perceptual weighting models. 

8.  Conclusion 
This study proposed a robust adaptive algorithm for frequency correction of 

digital audio signals and phonograms. The approach successfully restores spectral 

balance, reduces harmonic distortion, and enhances overall sound quality. 

Experimental evaluations demonstrate that the system significantly outperforms 

classical equalizers in terms of SNR, spectral flatness, and perceptual quality. 

Future developments may include: 

 Real-time DSP hardware implementation, 

 Psychoacoustic-based adaptive thresholds, 

 AI-driven frequency compensation learning. 
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